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Abstract: In these series of multi-part papers, a systematic study of fundamental limits 

of communications in interference networks is established. Here, interference network is 

referred to as a general single-hop communication scenario with arbitrary number of 

transmitters and receivers, and also arbitrary distribution of messages among transmitters 

and receivers. It is shown that the information flow in such networks follows similar 

derivations from many aspects. This systematic study is launched by considering the basic 

building blocks in Part I. The Multiple Access Channel (MAC), the Broadcast Channel 

(BC), the Classical Interference Channel (CIC) and the Cognitive Radio Channel (CRC) 

are proposed as the main building blocks for all interference networks. First, a brief review of 

existing results regarding these basic structures is presented. New observations are also 

presented in this regard. Specifically, it is shown that the well-known strong interference 

conditions for the two-user CIC do not change if the inputs are dependent. Next, new capacity 

outer bounds are established for the basic structures with two receivers. These outer bounds are 

all derived based on a unified framework. By using the derived outer bounds, some new 

capacity results are proved for the CIC and the CRC; a mixed interference regime is identified 

for the two-user CIC where the sum-rate capacity is established. 

 

INTRODUCTION 

In his landmark paper [1], Shannon derived the fundamental limits of 

communications for a point-to-point channel. This fundamental limit called channel 

capacity represents the maximum rate of information which can be reliably transmitted 

over a communication system. Channel capacity theorem, as the fundamental theorem 

of information theory, states that in a transmitter/receiver communication setup if the 

information rate is equal to or less than the channel capacity, there exist encoding and 

decoding schemes for the transmitter and the receiver which enable transmission with 

arbitrarily small error probability in the presence of noise. On the other hand, if the 

information rate is greater than the channel capacity, regardless of the coding scheme 

used in the system, the error 

probability is close to one. 

Despite the single user channel for which the capacity is known, the problem still 

remains unsolved for many multiuser communication networks. Up to now, capacity 

bounds have been widely studied for different multiuser settings. Nevertheless, we are 
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still far from a unified theory for the subject. Most of existing research concentrates on 

the study of certain networks individually, and there are few works which deal with the 

information theoretic issues for the networks systematically from a unified point of view. 

The multiuser networks can be categorized based on their essential features such as 

interference, relay or interactive user cooperation. 

Each of these key features may appear in different topologies, but its effect on the 

behavior of information flow does not change in essence from one model to another. In 

other words, different network topologies which are common in the essential features 

exhibit similarities from many aspects. Now if we recognize these similarities, then it is 

possible to adapt them to create a unified mathematical language for re-describing the 

behavior of the networks in a systematic approach. Thus, we can have powerful tools 

which are applicable not only for studying some given specific scenarios but also for 

arbitrary large topologies. In these multi-part 

papers, we will try to build such a systematic study for the interference networks. 

In communication systems, the interference arises, in principle, when the signal of a 

transmitter during transmission interferes with the other signals in the network before 

being received by the desired user. The interference signals are not noise and indeed they 

convey information for the other users. Therefore, from the viewpoint of a particular 

user, a transmitting signal may be interference or contain information. Such description 

of the interference is suitable more for the Gaussian networks in which a linear 

combination of the network input signals and Gaussian noise is received at each receiver. 

More precisely, one can state that in an arbitrary communication network, a received 

signal at a certain user has been interfered if it contains information regarding both 

desired and undesired messages for that user. Hence, the interference is essentially 

unavoidable in almost all multiuser communication scenarios. However, in these multi-

part papers, the term “interference network” is referred to the general single-hop 

communications scenario with arbitrary number of transmitters and receivers with 

arbitrary distribution of messages among transmitters and receivers but without any 

interactive (relay) node [2]. In fact, the essential feature, which uniformly appears in 

these networks, is the interference element. Moreover, as we will discuss in the following, 

the classical interference channel is one of the main building blocks of these networks. 

Hence, we generally refer to them as the interference networks. We intend to show that 

the information flow in such networks follows similar directions in many aspects. 

CONCLUSION 

We tried to build a systematic study of fundamental limits of communications for 

the interference networks with arbitrary configurations. We launched this study by 

investigating capacity limits for the basic building blocks in this part. We proposed the 

MAC, the BC, the CIC and the CRC as the main building blocks for all interference 

networks. First, we briefly reviewed the existing results regarding these channels. We 

then established new capacity outer bounds for the basic structures with two receivers. 
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These outer bounds are all derived based on a unified framework. Using the derived 

outer bounds, we identified a “mixed interference regime” for the two-user CIC and 

obtained the sum-rate capacity for this regime. This result contains the previously 

known one regarding the Gaussian mixed interference channel as a special case. Also, we 

presented a noisy interference regime for the one-sided CIC in which treating 

interference as noise is sum-rate optimal. For the CRC, we derived a full characterization 

of the capacity region for a class of “more-capable” channels. Finally, we studied 

capacity bounds for the two-user BC, the two-user CIC and the CRC with one-sided 

receiver side information where one receiver has access to the non-intended message. Our 

results lead to new insights regarding the nature of information flow in the basic 

interference networks.  
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